
A NEW FAMILY OF RATIO-CUM-PRODUCT ESTIMATORS OF POPULATION 

MEAN FOR TWO CONCOMITANT VARIABLES UNDER EXTREME RANKED 

SET SAMPLING (ERSS) 

 

By 

Etorti, Imoke John 
1
 

Department of Mathematics, Cross River State College of Education, Akamkpa –Nigeria
1
 

imoke.etorti@crs-coeakamkpa.edu.ng 

+2348062220171 

 

Effanga Effanga Okon 
2
   Mbe E. Nja

3
 

eoeffanga@yahoo.com             mbe_nja@yahoo.com    

+2347036507635             +2347061614812 

 

Department of Statistics, University of Calabar, Calabar-Nigeria 
2, 3 

 

              

 

 

Abstract 

When observations are costly and time consuming but the ranking of the observations 

without actual measurement can be done with ease comparatively, ERSS can be employed 

instead of Simple Random Sampling (SRS), to gain more information for estimation 

purposes. In this paper and in an attempt to address the problem of loss of efficiency usually 

suffered in estimation of population mean under SRS, a new family of ratio-cum-product 

estimators of population mean of the study variable Y is proposed based on ERSS using 

information on two concomitant variables. Members of the proposed family of estimators 

were obtained by varying the values of the scalars that aid in developing the estimators. 

Various properties of the estimators such as biases, relative biases, Mean Square Errors 

(MSEs), and Optimal Mean Square Errors (OMSEs) were derived to the quadratic form of 

Taylor’s series approximation. Empirical study was conducted using three natural population 

data sets in order to investigate the performances and efficiency of the proposed family of 

estimators under ERSS over its corresponding counterpart’s estimator based on SRS and 

some existing ratio and product estimators. This empirical study was followed up with a 

computer simulation study using R-software. The results revealed that the proposed family of 

estimators in ERSS produced about 50% smaller MSEs which is an indicator of appreciable 

gain in efficiency and superiority over its corresponding counterpart estimator and some 

existing ratio type estimators in sample survey for all cases considered in this paper and were 

therefore adjudged to provide a better alternative whenever efficiency is required. (Word 

count 255) 

 

Keywords:  Extreme Ranked Set Sampling, Mean Square Errors,  

   Simple Random Sampling, Ratio-cum-product Estimator, simulation. 
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1.1 Introduction 

Ranked set sampling (RSS) is an approach to dealing with sample selection. It was proposed 

in the seminal paper of McIntyre (1952). His experience in agricultural application provoked 

a challenge to the usual simple random sampling (SRS) design introducing a previous 

ordering of the units. The practical studies suggested that it produces more accurate 

estimators of the mean. His proposal was taken into account by other researchers dealing with 

agricultural studies. They also obtained better results using RSS. The mathematical validity 

of the McIntyre’s instinctive postulation was sustained by the work of Takahasi and 

Wakimoto (1968) on unbiased estimates of the population mean based on sample stratified by 

means of ordering. That fact also remained unnoticed by the majority of the statistical 

community but some interesting results were developed for establishing the mathematical 

reasons sustaining having a better result when using RSS. Dell and Clutter (1972) proved that 

deviations in ordering lowers the accuracy of the RSS mean comparative to SRS mean. 

Nevertheless, RSS mean is always superior over the SRS mean till ordering is too 

substandard as to produce a random sample when its performances is akin to that of SRS 

mean. 

 

The techniques of Extreme-Ranked Set Sampling (ERSS) was first introduced by Samawi et 

al. (1996) to estimate the population mean and showed that the mean based on ERSS though 

unbiased but is more efficient that the sample mean due to SRS. Furthermore, Samawi (1996) 

introduced the principle of Stratified Ranked Set Sampling (SRSS); to improve the precision 

of estimating the population means in case of SSRS. 

Haq and Shabbir (2010) suggested a family of ratio estimator for population mean in extreme 

ranked set sampling using two auxiliary variables and illustrated that the estimators under 

ERSS are more efficient in comparison to estimator based on SRS especially when the 

underlying population is symmetric. 

 

Al-Omari (2019) developed and improved ratio-cum-product estimators of the population for 

single concomitant variable under ERSS and SRS motivated by the Singh and Espejo (2003) 

ratio-cum-product estimators and showed that ERSS techniques provides a better and 

improved results in comparison with SRS sampling procedure. 

Ali and Iqbal (2021) proposed an efficient generalized family of estimators to estimate finite 

population mean of study variable under Ranked Set Sampling utilizing information on an 

auxiliary variable and concluded that when correlation between the study and auxiliary 

variables increases, the proposed generalized family of estimators proved to be efficient 

estimator of population mean of the study variable. 

International Journal of Scientific & Engineering Research Volume 13, Issue 6, June-2022 
ISSN 2229-5518 656

IJSER © 2022 
http://www.ijser.org

IJSER



Imoke et al. (2022) suggested a class of ratio-cum-product estimators for population mean 

following information on a single accompanying variable, under ERSS and SRS techniques 

and successfully showed that the suggested class of estimators in ERSS produced smaller 

biases and MSEs which is an indicator of appreciable gain in efficiency and superiority over 

its corresponding counterpart estimator and some existing ratio type estimators in sample 

survey for all cases considered in paper and were therefore adjudged to provide a better 

alternative whenever efficiency is required. 

 

Other researchers who worked on RSS and its modifications include but not limited to Al-

Omari el tal.(2009), Kaur et al. (1995) Al Saleh and Al-Kadiri (2000), Al-Saleh and Al-

Omari (2002), Abu Dayyeh et al. (2002), Al-Saleh and-Zheng(2002), Al-Saleh and Samawi 

(2000), Ozturk and Wolfe (2000), Ozturk (2002), Al-Saleh and Ababneh (2015), Zheng and 

Al-Saleh (2002), Al-Saleh and Darabseh (2017)). In continuation of the search for a better 

method of estimating the population mean, this paper put forward a new family Ratio-cum 

product estimators for population mean under Extreme Ranked Set Sampling (ERSS) that 

would evaluate properties such as biases, relative biases, Mean Square Errors (MSEs) to a 

degree desired when compared to its corresponding counterpart estimator based on SRS and 

some existing ones. Analytical and simulation study of performances and efficiencies of the 

estimators over the usual SRS method using their (MSEs) were carried out in an attempt to 

support the theoretical results with numerical illustration, from where conclusion was drawn 

following the results obtained from the paper.  

 

 

 

 

 

 

 

 

 

 

International Journal of Scientific & Engineering Research Volume 13, Issue 6, June-2022 
ISSN 2229-5518 657

IJSER © 2022 
http://www.ijser.org

IJSER



2.0 Sampling methods 

Here, we present the sampling scheme which are employed in the course of this paper i.e 

Extreme Ranked Set Sampling (ERSS), as well as the frequently used (SRS). 

2.1 Extreme Ranked Set Sampling (ERSS) 

The ERSS method, as suggested by Samawi et al. (1996), can be described as given below:  

 :  Select   random samples, each of size   units, from an infinite population and order 

the units within each sample with respect to a variable under consideration by 

impressionistic method or any other cost-free procedure. For exact quantification, if 

the sample size   is even, from the first 
   

 
 sets, select the smallest ordered units and 

from the other 
   

 
 sets select the largest ranked unit. Such a sample shall be 

represented by ERSSe. 

 :  If the sample size   is odd, then there are two options: 

(i) From the first 
     

 
  sets we choose the average of the observation of the smallest 

units in the 
     

 
 sets, and from the other 

     

 
 sets, we take the average of the 

measures of the largest ranked unit. Such a sample shall be represented by 

        . 

(ii) From the remaining measure of the     unit we take the median. Such a sample 

will be represented by         .   

 : is even 

    : is odd average 

    : is odd median 

The procedure can be continued   times, if need be, to get a sample of size    units. The 

choices of (   and       is usually less difficult in application than the choice of       In this 

paper, we considered the choices of (   and        ( i.e the even case and the case of taking 

the median from the      sample if   is odd). 

Let          [ ]       ,          [ ]       , …, (        [ ]      )   be the ordered Statistics 

of the     sample          [ ]       ,          [ ]       , , …, (        [ ]      ) ,      

           If   is even, then: 

         [ ]       ,          [ ]       , (        [ ]      ) …,         

    [ ]          , (        [ ]       ) represent ERSSe. 

The estimator of the means and variances using ERSSe of sample size   (recall that   is 

even) is defined by: 
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Using the fact that                                 [ ]   [ ]    [ ]       [ ]  are all 

independent and   [ ]   [ ]    [ ]           are all independent, the variance of  ̅         , 

 ̅               ̅         can be shown to be: 
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2.2 Simple Random Sampling 

In case of two concomitant variables X and Z, when ranking is done on Z. 

For simplification of notation, we will assume that for (        [ ]       ) and according to 

our description,              ,              , …,                is the SRS with mean  
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with variances 
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if the finite population correction    0 

 

and  
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    (8) 

 

2.3 Notations and some useful equations 

The following notations and expressions shall be useful in the course of this paper. For all 

         . in case of two concomitant variables X and Z, when ranking is done on Z. 
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Remark 2.1 

 

If the underlying distribution is symmetric about the origin 0, then              

               [     ]  and               Arnold, Balakrishman and Nagaraja (1992) 

showed that                and    [ ]
       

       
           

  for all    

           This implies that               ,    [ ]      [ ]                     and 

if   is odd,   
 *

   

 
+
  

 (
   

 
)
  

 (
   

 
)
      where 

   

 
  means the median rank. Also 

     
       

       
       

 . Using the above results,     ̅             ̅          

            ̅        Therefore equations (3) and (5) will boil down to: 
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3.0 Some Existing Estimators in SRS with two auxiliary variables with their MSEs 
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Vishwakarma and Kumar (2015) 
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3.1 The proposed class of estimator based on ERSS 

As an extension of Imoke et al. (2022) class of ratio-cum-product estimators of 

population mean using a single accompanying variable under ERSS and SRS, we proposed a 

new family of ratio-cum-product type estimator of population mean Y in case of two 

accompanying variables X and Z, when ranking is done on Z using ERSS techniques as: 
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where             are real numbers and also may take the values of parameters 

associated with either the study variable   or the accompanying variables       ; in this case, 

the coefficient of variation and the correlation coefficient respectively (           )  

are scalars or real constants which helps in designing the estimators and can be determined 

suitably.          are suitably chosen scalars whose sum need not be unity. when       

          are fixed,       may be selected in an optimum manner by minimizing the 

(MSEs) of                  with respect to       .  Where      ̅       {      ̅      

  ̅     },         {      ̅       ̅    } are unbiased estimator of population 

means,  ̅     ,  ̅      respectively, 
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TABLE 1 

Some members of the class of estimators      
                Values of Scalars 

S.N                               Estimators                          

1       ̅      1 0 0 0 0 0 0 0 0 

2 
      ̅     (

 ̅     

      
) 

1 0 1 1 0 1 0 0 0 

3 
      ̅     (

 ̅     

 ̅     
) 

1 0 0 1 0 0 1 0 0 

4 
      ̅     (

 ̅      

 ̅     
) 

0 1 1 1 0 0 0   0 

5 
      ̅     (

 ̅     

 ̅      
) 

0 1 0 1 0 0 0 1 1 

6 
      ̅     (

 ̅     

      
)(

 ̅     

 ̅     
) 

1 0 1 1 0 1 1 0 0 

7 
      ̅     (

 ̅      

 ̅     
)(

 ̅     

 ̅      
) 

0 1 1 1 0 0 0 1 1 

8 
      ̅     (

 ̅     

      
)

  

(
 ̅     

 ̅     
)

  

 
1 0 1 1 0       0 0 

9 
      ̅     (

 ̅      

 ̅     
)

  

(
 ̅     

 ̅      
)

  

 
0 1 1 1 0           

10 
       ̅     (

 ̅       

 ̅       
)(

 ̅       

 ̅       
) 

1 0 1 1   1 1 0 0 

11 
       ̅     (

 ̅        

 ̅       
)(

 ̅       

 ̅        
) 

0 1 1 1   0 0 1 1 

12 
     =   ̅     (

 ̅       

 ̅      
)
  

(
 ̅       

 ̅       
)
  

 
1 0 1 1         0 0 

13 
       ̅     (

 ̅        

 ̅       
)

  

(
 ̅       

 ̅        
)

  

 
0 1 1 1   0 0       

14 
       ̅     (

  ̅        

  ̅       
)(

  ̅        

  ̅        
) 

0 1       0 0 1 1 

15 
       ̅     (

  ̅       

  ̅       
)

  

(
  ̅       

  ̅       
)

  

 
1 0             0 0 

16 
       ̅     (

  ̅        

   ̅       
)

  

(
  ̅       

  ̅        
)

  

 
0 1       0 0       

 

 

              

 

 

 

 

 

International Journal of Scientific & Engineering Research Volume 13, Issue 6, June-2022 
ISSN 2229-5518 665

IJSER © 2022 
http://www.ijser.org

IJSER



TABLE 2 

Some members of the class of estimators           

  Values of Scalars 
S/N                               Estimators                          

1            ̅         1 0 0 0 0 0 0 0 0 

2 
           ̅        (

 ̅        

         
) 

1 0 1 1 0 1 0 0 0 

3 
           ̅        (

 ̅        

 ̅        
) 

1 0 0 1 0 0 1 0 0 

4 
           ̅        (

 ̅         

 ̅
         

) 
0 1 1 1 0 0 0   0 

5 
           ̅        (

 ̅        

 ̅         
) 

0 1 0 1 0 0 0 1 1 

6 
           ̅        (

 ̅        

         
)(

 ̅        

 ̅        
) 

1 0 1 1 0 1 1 0 0 

7 
           ̅        (

 ̅         

 ̅        
) (

 ̅        

 ̅         
) 

0 1 1 1 0 0 0 1 1 

8 
           ̅        (

 ̅        

         
)

  

(
 ̅        

 ̅        
)

  

 
1 0 1 1 0       0 0 

9 
           ̅        (

 ̅         

 ̅        
)

  

(
 ̅        

 ̅         
)

  

 
0 1 1 1 0           

10 
            ̅        (

 ̅          

 ̅           
)(

 ̅          

 ̅          
) 

1 0 1 1   1 1 0 0 

11 
            ̅        (

 ̅           

 ̅       
)(

 ̅          

 ̅           
) 

0 1 1 1   0 0 1 1 

12 
           =   ̅

        (
 ̅

          

 ̅
          

)
  

(
 ̅
          

 ̅
          

)
  

 
1 0 1 1         0 0 

13 
            ̅        (

 ̅           

 ̅          
)

  

(
 ̅          

 ̅           
)

  

 
0 1 1 1   0 0       

14 
            ̅        (

  ̅           

  ̅          
)(

  ̅          

  ̅           
) 

0 1       0 0 1 1 

15 
            ̅        (

  ̅          

  ̅          
)

  

(
  ̅          

  ̅          
)

  

 
1 0             0 0 

16 
            ̅        (

  ̅           

   ̅          
)

  

(
  ̅          

  ̅           
)

  

 
0 1       0 0       
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TABLE 3 

Some members of the class of estimators      ,             

                Values of Scalars 

S/N                               Estimators                                

1       ̅    1 0 0 0 0 0 0 0 0 

2 
      ̅   (

 ̅   

    ) 
1 0 1 1 0 1 0 0 0 

3 
      ̅   (

 ̅   

 ̅   
) 

1 0 0 1 0 0 1 0 0 

4 
      ̅   (

 ̅    

 ̅   
) 

0 1 1 1 0 0 0   0 

5 
      ̅   (

 ̅   

 ̅    ) 
0 1 0 1 0 0 0 1 1 

6 
      ̅   (

 ̅   

 ̅   )(
 ̅   

 ̅   
) 

1 0 1 1 0 1 1 0 0 

7 
      ̅   (

 ̅    

 ̅   
)(

 ̅   

 ̅    ) 
0 1 1 1 0 0 0 1 1 

8 
      ̅   (

 ̅   

    )

  

(
 ̅   

 ̅   
)

  

 
1 0 1 1 0       0 0 

9 
      ̅   (

 ̅    

 ̅   
)

  

(
 ̅   

 ̅    )

  

 
0 1 1 1 0           

10 
       ̅   (

 ̅     

 ̅     
)(

 ̅     

 ̅     
) 

1 0 1 1   1 1 0 0 

11 
       ̅   (

 ̅      

 ̅     
)(

 ̅     

 ̅      
) 

0 1 1 1   0 0 1 1 

12 
      =   ̅

   (
 ̅     

 ̅     
)
  

(
 ̅     

 ̅     
)
  

 
1 0 1 1         0 0 

13 
       ̅   (

 ̅      

 ̅     
)

  

(
 ̅     

 ̅      
)

  

 
0 1 1 1   0 0       

14 
       ̅   (

  ̅      

  ̅     
)(

  ̅     

  ̅      
) 

0 1       0 0 1 1 

15 
       ̅   (

  ̅     

  ̅     
)

  

(
  ̅     

  ̅     
)

  

 
1 0             0 0 

16 
       ̅   (

  ̅      

   ̅     
)

  

(
  ̅     

  ̅      
)

  

 
0 1       0 0       
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3.3 Biases, MSEs and optimal MSEs of the proposed estimators 

To obtain the bias and Mean Square Error of the class of estimators      we write  

 ̅       ̅            

 ̅       ̅           

 ̅       ̅           

 (  )               

 (  
 )  (

 

   
)

   ( ̅     )

(  )
    

 

    
   (

 

  
)

   ( ̅     )

    
    

 

    
   (

 

  
)

   ( ̅     )

    
    

 

    (        )(  [ ]    )

    (  [ ]    )(        )

    (        )(        )

 (    )      (
 

  
)(    

√   ( ̅     )

  
 
√   ( ̅     )

  
 ∑    

 
   )           

  

  

 (    )      (
 

  
)(    

√   ( ̅     )

  
 
√   ( ̅     )

  
 ∑    

 
   )          

  

  

             (
 

  
)(    

√   ( ̅     )

  
 
√   ( ̅     )

  
 ∑    

 
   )           

  

  

   ∑    
 
   

   ∑    
 
   

   ∑    
 
   }

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

           (21a)       

 

     ,                        in equations (18), (19), and (20) can be expressed in terms of     as 

 

    = ̅     (    ) *          
           

              
           

   
+     (22) 

         = ̅        (    ) *          
           

              
           

   
+           (23) 

     = ̅
         *          

           
              

           
   

+                           (24) 

 

where     
   ̅    

   ̅       
      

 ̅    

 ̅       
,     

   ̅    

   ̅      
      

 ̅    

 ̅      
  . 

To validate the second order of approximation, we assume that the sample size is large  

enough to get |    |         |     |      so that          
    , 

         
    

 
        

                  
    can be expanded to the second  

order of approximation of Taylor’s series.             in equation (22) can now be expanded 

as:  
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Expanding the right-hand side of (25) and ignoring terms of     with exponents higher than 

two, gives: 
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Taking the mathematical expectations of both sides (27) yields the Bias of the estimator      to the 

second order of approximation as: 
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By taking the Squares of both sides of (27) and ignoring terms of     with exponents higher 

than two gives: 
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The MSE of      is obtained by taking the mathematical expectations of both sides of      to the 

second order of approximation to yield: 
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In order to derive the optimum MSE of       we differentiate (30) with respect to    and    and 

equate the results to zero. Thus: 
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Solving (36) and (37) simultaneously we have: 
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From (36) , 
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Substituting (39) into (38), we have  
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By making    subject of the expression, we have   
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3.3.1 Bias, MSE and Optimal MSE of            

Similarly, to obtain the bias and Mean Square Error of the class of estimators           we 

write  

 ̅          ̅               

 ̅          ̅              

 ̅          ̅              

 (  )               

 (  
 )   

   ( ̅
        )

(  )
    

 

    
    

   ( ̅
        )

    
    

 

    
    

   ( ̅
        )

    
    

 

    (        )(  [ ]    )

    (  [ ]    )(        )

    (        )(        )

 (    )       (    
√   ( ̅

        )

  
 
√   ( ̅

        )

  
 ∑    

 
   )              

 (    )       (    
√   ( ̅

        )

  
 
√   ( ̅

        )

  
 ∑    

 
   )             

              (    
√   ( ̅

        )

  
 
√   ( ̅

        )

  
 ∑    

 
   )              

   ∑    
 
   

   ∑    
 
   

   ∑    
 
   

  (
   

   ) }
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   (21b)         

In like manners, the bias, MSE, and optimal MSE of           the odd median case of ERSS was 

obtained and presented as follows: 

    (    )     *(  (    )  )   ̅        += 
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3.3.2 Bias, MSE and Optimal MSE of       

Also, to obtain the bias and Mean Square Error of the class of estimators      we write  
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Similarly, the bias, MSE, and optimal MSE of      the case of SRS was obtained and presented as 

follows: 
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TABLE 4 

Members of      (    )   ,           with their MSE 

S/N   (    )   MSE 
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TABLE 5 
Members of      (    )   ,           with their MSE 

S/N   (    )   MSE 
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TABLE 6 

Members of          ,           with their MSE 

S/N       MSE 
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3.4 Efficiency comparison 

Let     (    )   
,     (  [    ] )   

 , and    (    )   
 be  the Mean Square Errors 

(MSEs) of      ,   [    ]          under ERSS for       case,  : is even, and          

case,      is median odd, and that of the estimator proposed under SRS respectively.  
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4.0 Empirical study 

To investigate the efficiency of      ,   [    ]  and its members under ERSS over its 

corresponding counterpart        based on SRS, and some existing ratio type estimators, we 

have considered three natural populations data sets. The real-life data sets were obtained from 

various sources and the description of the population and the values of the required 

parameters are as given below: 

Population I: [Source: Singh (1969)] 

Y: Number of females employed, 

X: Number of females in service 

Z: Number of educated females 

            ̅         ̅          ̅          

                                           
              

              
         

 

Population II: [Source: Steel and Torrie (1960)] 

Y: Log of leaf burn in seconds, 

X: Potassium percentage 

Z: Chlorine Percentage 

            ̅           ̅            ̅          

                                        ,     
              

              
         

 

Population III: [Source: Khare and Rehman (2015)] 

Y: Number of Agricultural labour 

X: Area of village hectares 

Z: Number of Cultivators in the village 

             ̅            ̅             ̅                     ,           , 

                      ,          ,           
 

 

Fixed values of scalars                           ,                      

and setting            
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4.1     Simulation study 

Simulation was carried out for      ,   [    ]          estimators using two accompanying 

variables (X, Z), when ranking is performed on Z. Multivariate random observations were 

generated from a trivariate normal distribution having parameters    = 16,    = 12,    = 20, 

    
    

    
    and for different values of    . The correlation coefficients between (Y, 

Z) and (X, Z) are assumed to be       = 0.9 and      = 0.80 respectively, with different sample 

sizes m = 3, 4, 5, 6, 7, 8, 9, 10 and r = 1. 

5000 simulations were conducted to estimate the biases, MSEs, R.E, and P.R.E in order to 

ascertain the veracity of the theoretical underpinnings of this paper and to evaluate the 

performances of the proposed classes of estimators under ERSS over its corresponding 

counterparts based on SRS. The result of this simulation is presented in table 12. 
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TABLE 12 

      Simulation Results of MSEs, R.E, AND P.R.E of       ,                  ,  j=16 

m                            

   =0.90 

                              

3 1.404262 0.9420067 2.808467 0.50001017 0.33541667 50.0010167 33.5416667 

4 1.401955 1.0558315 2.803868 0.50000763 0.3765625 50.0007625 37.65625 

5 1.436618 1.1528716 2.8732 0.5000061 0.40125 50.00061 40.125 

6 1.397857 1.1677815 2.795686 0.50000508 0.41770833 50.0005083 41.7708333 

7 1.416604 1.2167506 2.833182 0.50000436 0.42946429 50.0004357 42.9464286 

8 1.459227 1.2790943 2.918433 0.50000381 0.43828125 50.0003813 43.828125 

9 1.419665 1.263888 2.839312 0.50000339 0.44513889 50.0003389 44.5138889 

10 1.433852 1.2922512 2.867686 0.50000305 0.450625 50.000305 45.0625 

m          = 0. 80       

3 1.270183 0.8188868 2.539774 0.50011667 0.3224251 50.0116667 32.2425096 

4 1.228545 0.920252 2.456661 0.5000875 0.37459469 50.00875 37.4594693 

5 1.227174 0.9796272 2.454005 0.50007 0.39919523 50.007 39.919523 

6 1.224677 1.0870001 2.449068 0.50005833 0.44384235 50.0058333 44.3842351 

7 1.304531 1.0812416 2.6088 0.50005 0.41445932 50.005 41.4459319 

8 1.261559 1.106083 2.522897 0.50004375 0.43841782 50.004375 43.841782 

9 1.264193 1.1266588 2.52819 0.50003889 0.44563856 50.0038889 44.5638555 

10 1.26758 1.1378952 2.534982 0.500035 0.44887698 50.0035 44.8876975 

m 

   

    =0.75       

3 1.144056 0.700946 2.376088 0.48148702 0.295 48.148702 29.5 

4 1.144025 0.7921737 2.287866 0.50004013 0.34625 50.0040125 34.625 

5 1.194183 0.900356 2.388212 0.5000321 0.377 50.00321 37.7 

6 1.160379 0.9224521 2.320634 0.50002675 0.3975 50.002675 39.75 

7 1.196098 0.9858815 2.392087 0.50002293 0.41214286 50.0022929 41.2142857 

8 1.19188 1.0085879 2.383664 0.50002006 0.423125 50.0020063 42.3125 

9 1.160928 1.0022322 2.321774 0.50001783 0.43166667 50.0017833 43.1666667 

10 1.142525 1.0019625 2.284977 0.50001605 0.4385 50.001605 43.85 

m 

   

     =  0.50       

3 0.719316 0.503484 1.438526 0.500037 0.35 50.0037017 35 

4 0.715929 0.5548144 1.431779 0.500028 0.3875 50.0027763 38.75 

5 0.750581 0.6154488 1.501095 0.500022 0.41 50.002221 41 

6 0.729493 0.6200463 1.458933 0.500019 0.425 50.0018508 42.5 

7 0.740651 0.6454038 1.481255 0.500016 0.43571429 50.0015864 43.5714286 

8 0.736514 0.6536383 1.472988 0.500014 0.44375 50.0013881 44.375 

9 0.724037 0.6516168 1.448037 0.500012 0.45 50.0012339 45 

10 0.728649 0.6630559 1.457266 0.500011 0.455 50.0011105 45.5 
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5.0 Conclusion 

A family of ratio-cum-product estimators of population mean of the study variable Y have 

been successfully proposed following information on two accompanying variables under 

ERSS as shown in equations (18) and (19) while keeping track record of the SRS version of 

the proposed estimators as shown in (20) for the purpose of efficiency comparison. Members 

of the proposed class of the estimators were obtained by varying the scalars that helps in 

designing the estimator and were presented in table 1, table 2, and table 3 respectively. Their 

properties such as biases, and MSEs were all derived as can be envisage in equations (28), 

(44), (51) for biases and (30),(45), (52) for MSEs. The Optimal Mean Square Errors were 

also derived to the quadratic polynomial form of Taylor’s series approximation and presented 

in (43),(50) and (58) respectively. Theoretical underpinnings and the condition for which the 

proposed class of estimator would provide an appreciable gain in efficiency over its 

counterpart estimator were established and shown in (59).(60),(61),(62),and (63). Empirical 

and simulation studies were conducted to ascertain the veracity of the theoretical 

underpinnings of the work. From where it was discovered from the results that the proposed 

family of estimators based on ERSS provided smaller MSEs, R.E, P.R.E, for all values of the 

correlation coefficients and sample sizes considered in this paper and were therefore 

adjudged to be more efficient than the corresponding counterpart under SRS. This evidence is 

presented in table 7, table 8 , table 9, table 10, and table 11.  

 

The efficiency of       ,                 increases for smaller values of correlation coefficient 

   =+0.80, and +0.75, and for smaller values of sample size and decreases for the values of 

the correlation coefficient     =±0.90 and +0.50 and as the sample size increases in most 

cases in table 12. 

 

The proposed estimators are approximately unbiased for all cases, correlation coefficients, 

and sample sizes considered in the simulation study. 

 

The estimator           performs better than that of      and      for all the values of the 

correlated coefficient and the samples sizes considered in this paper. 

  

Therefore, the estimator                adjudged to be the most efficient estimators among 

their brethren      ,      since it produces the smallest MSEs in all the population, correlation 

coefficients, and sample sizes considered in this paper. The estimators in question were 

therefore adjudged to be efficient and provide a better alternative whenever efficiency is 

required. 
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